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Abstract

In this paper we present a new LAN (locd areanetwork) concept espedally designed for educational
purpases. Our LAN is based upon the standard RS232 communication protocol, which is utilized in a
bit unconventional but quite interesting manner. The main objedive was to develop a platform which
would enable students to gain firsthand experience of al seven OSl (open system interconnedion)
layers.

From our teading pradice we have leaned that it is quite impossble for the students to absorb every
detail of complex professional networks, espedally on the lower layers. The proposed approach to
teading computer network has proved very popular with students, in spite of the alditiona work the
approach imposes upon them. The students' comprehension of basic OSl concepts is considerably
improved by the experiencethey gain through the pradicd work in the laboratory.

1. Introduction

Almost any eledricd engineaing curriculum includes ssme basic course on computer networks. The
course will no daubt discussbasic reference model of open system interconnection (OSl) [1, 6]. The
reference model contains sven layers:

a) the gplication layer (layer 7),
b) the presentation layer (layer 6),
c) thesessonlayer (layer 5),

d) thetransport layer (layer 4),

€) thenetwork layer (layer 3),

f)  thedatalink layer (layer 2), and
g) thephysicd layer (layer 1).

After a thorough discusson of the seven OSI layers, the teader will present some different network
concepts in a wmparative gproadh. This is a rough picture of the network theory; however, any
modern course will include some pradicd laboratory work, where students can get redi stic experience
in developing and using computer networks. The problem with red world networks is that their
implementation is far too complex on the lower four layers to be useful for educationa purposes.
Layers1to 4are usually presented to the studentsin form of simulations or visual animations.

A few yeas ago, we dedded to develop aur own network, espedally designed for educational
purposes. Our goal was to set up a simple and transparent structure, where the students themselves
could build all the OSI layers. We have based our locd areanetwork (LAN) [1, 4] on the standard
RS232 interface so there was no nedl for any spedal hardware. Unfortunately, the RS232 interface
has been designed for conneding only two devices, but we have overcome this inconvenience simply
by conneding the devicesin dightly unconventional way.



In this paper we oncentrate on the achitedure and protocols that are used in our so cdled training
LAN. The description follows the OSl layering from bottom to top, in which order the topic is
presented to the students.

2. The Physical Layer

This layer provides the mechanicd and eledricd means to adivate, maintain, and de-adivate physicd
connedions for bit transmission between terminals. Not much can be dtered here & we dedded to use
the RS232interface which transmits data within this layer acording to its own protocol.

In theory, RS232 allows duplex connedion at a speed up to 19200 BPS with terminals at most 15
meters apart. In pradice speed can be incressed up to 115200 BPS without modifying hardware and
virtually without any dataloss For our purpose, we divide the full duplex into two simplex (unil ateral)
connedions. The RS232interfaceemploys more signal lines, but our network will only use 4 of them:
RTS (Realy To Send), CTS (Clea To Send), RX (Receve) and TX (Transmit). Figure 1 shows how a
ring-shaped network can be set up using those 4 lines.
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Figurel: Connedingn devicesinto the ring shaped-network

The ring-shape implies osme drawbacks, which are briefly studied at the end of the aticle. Since RTS
and CTS lines are intended solely for data flow control, useful data ae transmitted only via the RX -
TX link. And since data can be sent only through the TX and receved through the RX pin, the RX -
TX linkisunidirediona. A given device can receve data only from the first of its two neighbours and
send it only to the second one. We will cdl the two neighbours sending and receving reighbour,
respedively. If the device wants to send data to device other than its recaving neighbour, the data has
to travel clockwise through all devices between the source and destination device The devices in
between just retransmit the data. Only the target deviceintercepts the data and passesit on to its user.

This type of ring-shaped network is known as register insertionring and is based on a dotted ring. An
example of such a network is the Cambridge Ring [2]. Some simil arities can aso be noted between our
network and the Token Ring [3].

Devicesin our network are interconneded with a point-to-point type of connedion. Therefore only two
devices share the use of each connedion line (channel). Another type of channel, more @mmonly
found in LANS, isamulti-acessor broadcast channel, where dl devices communicate through a single
channel. The latter type has an advantage over the former due to robustnessof the network (if one of
devices gops working, the whole network remains adive). On the other hand, the usage of broadcast
channels implies the neal for complex collision detedion mechanisms that might be too complex for
our teating purposes. Data from several devices can not collide & point-to-point channel based
networks. However, the network crashes when any one device @nneded to it goes down.

There ae two basic structures of networks using point-to-point channels: centralized (e.g. star shaped)
and decentralized (e.g. ring shaped) networks. Since host computersin star shaped networks must have
one RS232 interface per client, we chose aring topdogy where only one interfaceis needed per
computer. Also, in ring shaped LANS, all computers can be euipped with the same software.



3. The Data Link Layer

Up to this point we have physicadly defined our network, which now provides to the data link layer
services for sending eledricd signals (bits) via the mnnedions. At the data link layer, however, some
dataformatting hesto be implemented in order to provide required performances of the network [2, 3].

The RS232 interfaceprovides only a rudimentary error detedion method through a parity bit. Data is
packedin5 - 8 hit words with one stop, start and parity bit respedively. To deaease the data overhead,
we have chosen 8 hit words with no parity bit. Parity checking is not necessary, since datais packed to
larger structures on higher levels where we can use more daborate aror deteding/correding methods.

Sincethe network consists of more than two devices, at least source and destination device names have
to be aded to the header of eah message. Therefore, the message padket should contain at least 3
words, but we have chosen 16 words per padet to reduce data overhead. This §ze has aso been
chosen acording to standard UART buffering cgpabili ty [5]. The padket structure is shown in Figure 2.
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Figure 2: Data packet (aframe)

This padket is the small est message which can be sent and it is cdled a frame. Although theoreticaly
256 dvices can be aldressed, only 64 are dlowed in our construction. Devices are aitomaticdly
enumerated during a network initi i zation. The device which starts the initi ali zation, gets the number O
and beames the supervising device The deviceon its TX channel gets number 1, the next one number
2, and so on. Only the supervising device holds al the information about the network (e.g. device
numbers and names), which is important mostly for the network layer. On higher layers, however, the
spedal status of the deviceO istransparent and all devices are therefore equal.

Usualy, only one device is the destination of a frame. However, in some caes such as snding
network initialization or some other system message, severa devices can be the destinations of asingle
frame. The sender of such messages can be only a supervisor. If a device is a destination of the
recaved frame (that is, if the destination number in the frame is the number of the device), then the
frame is passd to the user. If the frame has any other destination, it is forwarded to the device's
recaving neighbour. Note that every device first recaves all 16 words of a frame, then chedsiif it is
the target device and, if that is not the case, forwards it. As a result of this procedure significant data
delays occur. These delays are not a serious drawback per se, but they can complicate implementation
of some higher level protocols (those which require intensive interadive bi-diredional
communicaion). The datadelay in one device @n be eaily calculated as

tp =%, (1)

where N is the number of bits in a frame and B is the channel cgpadty in bits per seand. As an
ill ustration, if a10 kit word (8 data plus one start and stop ht) is used and 64 devices are onneded via
9600BPS links, the maximum delay would be

16C10bit
9600bit / s

106s.

4. The Network Layer

On this layer, we will conned more than two devices together using the services provided by the data
link layer. Here, we have to cope with severa spedfic problems. The first one is common to bah,



point to pant and broadcast, network types. Communicaion channels, conneding al devices together,
have to transfer data from several devices virtually at the same time. Their cgpadties have therefore to
be dliced. Moreover, in contrast to more common retworks, our physica limits lie very low, and the
network is likely to become saturated. Let usimagine asituation, described in Figure 3.

Dataflow 1 (devicelto 2)

Dataflow 2 (deviceO to 3)

Figure 3: An example of amultiple channel request

Both devices, 0 and 1, want to communicae with their respedive target devices continuously. The
channel between devices 1 and 2 must therefore transfer data send from device O as well as data from
device 1. Sincethe channel cgpadty equalsto the RS232transfer rate, both devices cannot send data &
full speed. According to the network topdogy, ead device can determine whether its sending
neighbour wants to send data or not, while its receving neighbour does not have that knowledge. A
given device ould therefore stop sending data if its nding neighbour is transmitting data to any other
than the given device (if the given device is a target, then its output channel remains unused). That
means the sending neighbour would have priority over the given device Clealy, thisis bad since we
want as much of equality between devicesin our network as possble.

To overcome this problem, an additional RTS-CTS feedbadk line has to be utili zed. Its purposeisclea:
through this line eah device @n tell its sending neighbour whether it can receve any new data or not.
If any device wants to send more data that can be receved by itsrecaving neighbour, it can @) store the
data temporarily to some buffer or b) block its precading device The latter adion is necessary in order
to prevent any data loss while buffering is implemented for further enhancements. A block scheme of
such buffering is shown in Figure 4.
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Figure 4: Buffering scheme

The usage of buffers can increase data delays, which can be @ high as k@ (see euation 1), where k

is the number of padets the input buffer can hold. The exad value depends on the spedfic situation
and the type of buffers used.

Every device using a dhannel must share its cgpadty with the other devices that are trying to
communicae through the same channel. Therefore, every device requests an average bandwidth b of
every channel between itself and the destination device Naturaly, all requests cannot be granted if the
sum of the individual bandwidths exceeals the available bandwidth B. The bandwidth granted to one
device can differ from channel to channel according to the priority of the device Because adevice's
granted bandwidth on one channel influences the device's requested bandwidth on the next channel, the
device's requested bandwidth can vary, too. We define both requested and granted bandwidths for
every device on every channel respedively. The nth device would request a bandwidth bg,, and get a
bandwidth bg,, on the rth channel.

Clealy, the sum of the granted bandwidths on the rth channel cannot exceel the channel cgpaaty:
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N is the number of devices in the network. The sum should be egual to B if the sum of al requested
bandwidths of this channel is greater than B.

Every device gets a portion of every channel in its route. The adual bandwidth of the cnnedion
between devices m and n, as e by the user of the device, is given by smallest granted bandwidth
along the route.
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If we want optimal usage of cgpadties, then the granted bandwidths for a given device should be the
same on all channels along the route:

me = me,m = me,m+1 == me,n—l (4)

The bandwidth granted to a device is generally smaller than the requested bandwidth and an average
time for sending a message is longer. Thus, every device should keep trad of priorities of all sending
devicesto keep an average relative time increase for all devices as low as posdble. Let us examine one
channel, through which two devices are sending their data with requested bandwidths bg; and bg,. Their
sum is larger than B, so they get granted bandwidths bg; and bg,, where bg; +bgo = B. The relative

timeincrease is therefore:
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It can easily be verified that for minimal time increase the granted bandwidths should be

be1 = bre (6)
bg2 bgrz

Sincewe annot predict what the requested bandwidths will be in future, we must rely on past requests.
Although the most widely acknowledged method is “packet aging”, we have implemented more
appropriate method. Every device ounts all requests and al granted requests respedively for all
devices in the network. This numbers mewhat represent requested and granted bandwidths,
respedively. Let the number of the nth device's requests be r,,, and the number of nth device's granted
reguests g,. We can expressits requested and granted bandwidth by

bGn = Ngn and bRn = [\l|’n ’ (7)
f
; gr rzlr

where N is the number of all devices in the network. Now the priority selection is clea: if the total of
the requested bandwidths is gmaller than the bandwidth B, all of the requests can find their way out at
the same rate & they have arived, and the transfer buffer remains empty. However, if the total of the
reguests exceals the bandwidth B, the transfer buffer starts to fill up with yet to be sent messages. In
that case the device seleds the message that has the small est granted bandwidth to requested bandwidth
ratio, y, cdculated using equation 7 as

N
b 20
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Since both sums in equation 8 are egual for all devices, they do not have to be cdculated. Taking that
into acoount, a ondition defined by equation 6 is met relatively rapidly. To eliminate the influence of
too ealy events al counters should be reset when a transfer buffer is empty. That way, the priority
seledingis drictly limited to eventsin criticd time. A device must cdculate priorities only if its user
wants to transmit data or if it has a restricted outgoing channel (its receving device @n no longer
accet data). Otherwise, it simply transfers receved data to the outgoing channel.

This method is very appropriate because infrequent and short messages (system messages, short notes)
are usually more important than the long ones (fil e transfers). The former ones gain full priority at first
request because the yratio of its snder is 0 (1 requested and O granted messages). When packet aging
is used, such messages can be considerably delayed, as they are the youngest in the buffer. On the other
hand, when more than one device request full channel, its cgpadty is divided into two equal parts. The
RTS-CTS fealbadk line implicitly transfers the information about the smallest priority on the
communicaion route to the devices preceading the wes point (the channel with the lowest priority).
Thus, equation 4 is stisfied.

Note that the yratio refers to a device and not to a communication route. Therefore, only the sender’s
number of requestsistaken into acount for cdculating y.

Transfer buffer size @n vary. If it islarge, the priority seledion can run with lesscompromise, but the
time delays beaome larger. With larger buffers, thereis also a smaller chancethat priority seleding will
have to be engaged asthey can acawmulate larger data peaks. We have chosen a 256 hytes long transfer
buffer, which is enough for 64 frames.

Note that this method is proper just for the networks with limited number of conneded devices. For
large networks, priority seleding would require some heavy computing and time delays would raise.
Pradicd experiments have shown that this method is most effedive in case of a saturated network..

5. The Transport Layer

On this layer, we finaly take cae of data and message transfer. It is smehow obvious that we need to
implement some more mechanisms in order to get the network working. Two types of messages are
possble on the network: user and control messages. Each of them can consist of more than one data
frame. Therefore, we need an additional header attached to every message & we did on the data link
layer. We have chosen a 3-byte healer in the first data padket of every message. The first two bytes
contain the total length, in bytes, of the message, whereas the last byte is the information about the
message type (e.g. data, diagnostics, control, error, etc.). The structure of such a message is shown in
figure 5.
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Figure 5: The structure of a message

On the transport layer, we can employ some eror correding method such as CRC. Unfortunately, due
to large time delays, the usage of more dfedive methods (e.g. variable share of error correding data,
as used in Zmodem) would be obstructive. For the same reason, the usage of error deteding
medhanisms (such as parity) is not effedive, as it would take too long to re-send the data in case they
were @roneous. Thisis the reason why our network does not utili ze parity offered by RS232

6. The Upper Layers

Higher OSI layers (sesson, presentation, and applicaion) are mainly hardware independent. Indeed, if
two applicaions reside in the same computer, it generaly is not necessary to invoke the services of the
lower four layers.



The session layer

The sesson layer is very rich in functions and somewhat complex. This layer provides for the
organized means to exchange data between end-user applicaions. One of its most important functions
is the provision for a gracdul close between the user applicaions. Since in our model network this
functions are not crucial for its operation, we do not use this layer in our laboratory sessions. Another
reason for this dedsion is the fad that even in pradice this layer is not always used. For example, the
Internet standards do not use the sesson layer.

The presentation layer

The presentation layer is used to assure that user applications can communicate with each other, even
though they may use different representations for their PDUs (padkets or messages). This layer can
accept various data types (eg. integer, floating point, charader) from the gplication layer. It is used to
encode acceted data from an internal format of the sending machine into a wmmon transfer format
and then deoode this format to a required representation at the recaving madine. We derived our
encoding from ASN.1 Basic Encoding Rules [7]. Structure of our (simplified) encoding is
straightforward and can be seen in Figure 6.

I dentifier/Length Octet Contents Octets

Figure 6: The structure of an encoding

Identifier/Length Octet contains information about the type of the data value and its length (in octets).
Actual data ae placel in one or more Contents Octets that foll ow.

The application layer

Finally, at application layer, students, in groups of two o three develop their own simple protocols
such asfile transfer, eledronic mail, and eledronic chat. Thisisthe only layer where they are not given
exad protocol spedfications but rather they are encouraged to "invent” their own protocols based on
theoreticd knowledge gained at ledures. At the end, after the projeds have been finished and are
working, the students present their work to their classmates, and we discuss benefits and draw-badks of
different application-level protocols they invented, as well as the limitations that were pased upon the
system using our simplified network model.

7. Conclusion

We have set up arelatively effedive and simple network architedure, enabling students to design the
entire network software dl by themselves. In spite of extreme simplicity, the proposed architedure is
still complex enough to demonstrate many of the basic problems one has to face when designing
network systems. Apart from that, the nature of the problem is quite mnvenient for team work, since
the software development can be eaily separated into designing individual services acording to the
OSl reference model. Our network may be implemented using many different hardware platforms;
even embedded microcontroll er systems may be included in our LAN ring.

The students get hands-on experience a every network layer sinceour LAN is extremely transparent. It
is easy to demonstrate an overloaded network, the students may study the impad of the buffer size on
the network throughput, some aror detedion mechanism might be considered on the transport layer, a
statistic analysis of the network’s traffic can be evaluated, even a bridge device between two separate
token rings might be d@tempted. On higher layers, espedally on applicaion layer, there ae even more
possbiliti es. The students develop dff erent applications for file transfer, a mail and message exchange
and eledronic chat. These ae dl applications they are dready quite familiar with, which raises their
motivation for work significantly.

In conclusion, we fed that our approach to teading computer networks is very popular with students,
in spite of the amount of additional work they have to dg and students comprehension of basic
network concepts is considerably improved by the experience they gain through the pradicd work in
the laboratory.
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